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## Section I: Directed Acyclic Graphs and Bayesian Networks

- Definition of Directed Acyclic Graphs
- DAG configurations.
- Bayesian networks
- d-separation
- The Markov Factorization Theorem.


## DIRECTED ACYCLIC GRAPHS (DAGS)

- A graph consists of a set $V$ of vertices (or nodes) and a set $E$ of edges (or links) that connect some pairs of vertices.
- A directed graph is a graph consisting of directed edges ; i.e. each edge is marked by a single arrowhead.
- A directed path in a graph is a sequence edges, each edge pointing to a node from which the next edge emerges.
- A path in a graph is a sequence (directed or not) of edges such that each pair of consecutive edges in the sequence share one node.
- A cycle is any directed path that starts and ends at the same node.
- A graph that contains no directed cycles is called acyclic


## DAGS: Directed Acyclic Graphs



■ Edges are directed arrows

- No directed paths that begin and end at the same node

Terminology
-Parents and children -Ancestors
-Descendant

- Definition. the ordering $\left(V_{1}, \ldots, V_{K}\right)$ agrees with the DAG iff $\bar{V}_{i} \equiv\left\{V_{1}, \ldots, V_{i-1}\right\}$ does not include any descendant of $V_{i}$. for each $i$.
- Example.

- $\left(V_{0}, V_{1}, V_{2}, V_{3}\right)$ agrees with the DAG
- $\left(V_{0}, V_{2}, V_{1}, V_{3}\right)$ agrees with the DAG,
- $\left(V_{1}, V_{0}, V_{2}, V_{3}\right)$ does not agree with the DAG.


## DAG CONFIGURATIONS



## COLLIDER, OR INVERTED FORK



FORK

## What are we aiming for....

- Suppose you know that the law $p$ of $V=\left\{V_{1}, \ldots, V_{k}\right\}$ satisfies

$$
\begin{equation*}
p(V)=\prod_{i=1}^{k} p\left(V_{i} \mid P A_{i}\right) \quad \text { Markov Decomposition } \tag{1}
\end{equation*}
$$

for some subsets $P A_{i} \subseteq\left\{V_{1}, \ldots, V_{i-1}\right\}$.

- Your goal is to determine all conditional independencies

$$
X \amalg Y \mid Z
$$

between any three disjoint subsets $X, Y$ and $Z$ of $V$ that are logically implied by Markov decomposition.

- Notation: $X \amalg Y \mid Z$, iff. $X$ and $Y$ are conditionally independent given $Z$


## What are we aiming for....

- We will learn a graphical algorithm to achieve your goal without any calculations!
- Algorithm:
(1) Construct the DAG with nodes $V$ and with arrows from each element of $P A_{i}$ to $V_{i}$ (for all i)
(2) Are $X$ and $Y$ d-separated by the set $Z$ in the DAG?
(1) If yes, conclude that $X \amalg Y \mid Z$
(2) If not, conclude that $X \amalg Y \mid Z$ is not logically implied by the Markov decomposition.
- Disclaimer: all random vectors are discrete, i.e. absolutely continuous with respect to the counting measure
- Notational remark. $p$ stands for the mass probability of some random vector. Which vector $p$ is the law for, will be clear from its variables. Thus, for example,
- $p(v)$ stands for $\operatorname{Pr}(V=v)$
- $p(y \mid x)$ stands for $\operatorname{Pr}(Y=y \mid X=x)$
- $p(V)$ stands for the density of $V$ evaluated at a random value $V$, etc. Thus, for example,

$$
p(V)=\prod_{i=1}^{k} p\left(V_{i} \mid P A_{i}\right)
$$

is equivalent to

$$
\operatorname{Pr}(V=v)=\left\{\prod_{i=1}^{k} \operatorname{Pr}\left(V_{i}=v \mid P A_{i}=p a_{i}\right)\right\} I_{\{p(\cdot)\}}(v)
$$

for all $v \in R^{k}$

## d-separation

- Definition: A path is said to be d-separated, blocked or rendered inactive, by a set of nodes $Z$ if and only if
(1) the path contains a chain $V_{i} \rightarrow V_{m} \rightarrow V_{j}$ or a fork $V_{i} \leftarrow V_{m} \rightarrow V_{j}$ such that the middle node $V_{m}$ is in $Z$,

Or
(2) the path contains a collider $V_{i} \rightarrow V_{m} \leftarrow V_{j}$, such that neither $V_{m}$ nor its descendants are in $Z$.

- Definition: A set of nodes $Z$ is said d-separate a set of nodes $X$ from another set of nodes $Y$ if and only if $Z$ blocks every path from a node in $X$ to a node in $Y$.
- Notation:

$$
(X \amalg Y \mid Z)_{G} \text { iff } Z \text { d-separates } X \text { from } Y \text { in } G
$$

## d-separation

- A path is said to be d-connected by a set of nodes $Z$ iff it is not d-separated by $Z$
- Notational remark:
(1) $(X \amalg Y \mid Z)_{G}$ means $X$ and $Y$ are d-separated by $Z$
(2) $(X \amalg Y \mid Z)_{P}$ means $X$ and $Y$ are conditionally independent given $Z$ when they have joint distribution $P$.

$Z=\{U\}$ then path between $X$ and $Y$ blocked by Z
$Z=\{ \}$ then path between $X$ and $Y$ is unblocked by $Z$

$Z=\{ \}$ then path between $X$ and $Y$ is blocked by Z


## d-separation and d-connection: more examples



- $\left(V_{6} \amalg V_{8} \mid\left\{V_{7}, V_{4}, V_{2}\right\}\right)_{G}$ and $\left(V_{6} \amalg V_{8} \mid\left\{V_{7}, V_{4}, V_{1}\right\}\right)_{G}$.
- $\left(V_{6} \amalg V_{8} \mid\left\{V_{7}, V_{4}\right\}\right)_{G}$ because $V_{4}$ unblocks the path $V_{6}, V_{3}, V_{1}, V_{4}, V_{2}, V_{5}, V_{8}$.


## The main result

- Definition: Given a DAG $G$ with nodes $V=\left\{V_{1}, \ldots, V_{k}\right\}$ and a law $P$ of $V$, we say that $G$ represents $P$ iff

$$
\begin{equation*}
p(V)=\prod_{i=1}^{k} p\left(V_{i} \mid P A_{i}\right) \tag{2}
\end{equation*}
$$

where $P A_{i}$ are the parents of $V_{i}$ on the DAG.

- Definition: a DAG and the collection of all $P^{\prime}$ s represented by it is called a Bayesian Network
- Theorem: Verma and Pearl (1988) and Geiger (1988).

Let $X, Z$ and $Y$ be three disjoint sets of nodes in a DAG $G$. Then

$$
(X \amalg Y \mid Z)_{G} \Leftrightarrow(X \amalg Y \mid Z)_{P} \text { for all } P \text { represented by } G
$$

## Remarks

- $d$-separation encodes all conditional independencies logically implied by the Markov factorization of any $P$ that is represented by the DAG.
- DAGs carry assumptions through their missing arrows, not through their existing arrows.
- If $(X I J Y \mid Z)_{G}$ then there exist at least one law $P$ represented by $G$ such that $(X I X Y \mid Z)_{P}$.
- Be careful: $(X \amalg Y \mid Z)_{G}$ does not imply that $(X \amalg Y \mid Z)_{P}$ holds for all laws $P$ represented by $G$.
- Example: a complete DAG represents all laws $P$. In complete DAGS no $(X, Z, Y)$ satisfies $d$-separation, yet for some laws $(X \amalg Y \mid Z)_{P}$


# X:smoke U:arterial clog <br> Y:coronary disease 

$Z=\{U\}$ then path between $X$ and $Y$ blocked by Z
$Z=\{ \}$ then path between $X$ and $Y$ is unblocked by $Z$

$Z=\{U\}$ then path between $X$ and $Y$ blocked by Z
$Z=\{ \}$ then path between $X$ and $Y$ is unblocked by $Z$

$Z=\{U\}$ then path between $X$ and $Y$ is unblocked by $Z$
$Z=\{ \}$ then path between $X$ and $Y$ is blocked by Z

Y: smoke

X: gene

$Z=\{W\}$ then path between $X$ and $Y$ is unblocked by $Z$
$Z=\{U, W\}$ then path between $X$ and $Y$ is unblocked by Z
$Z=\{ \}$ then path between $X$ and $Y$ is blocked by
Z

# Section II: Causal Diagrams and Structural Equation Models 

- Structural equations models (SEM)
- Causal diagrams and causal DAG's
- Intervention DAG's and SEM's
- Counterfactuals
- Disturbance independence and the no-common causes assumptions


## Structural equations

- Suppose that given $V=\left\{V_{1}, \ldots, V_{k}\right\}$,
(1) Each $V_{j}$ is determined by:
(1) a known subset $P A_{j}$ of $V-\left\{V_{j}\right\}$ and,
(2) other variables $U_{j}$.
- Denote the deterministic map between $\left(P A_{j}, U_{j}\right)$ and $V_{j}$ by

$$
\begin{equation*}
V_{j}=f_{j}\left(P A_{j}, U_{j}\right) \tag{3}
\end{equation*}
$$

- (3) is called a structural equation.
- The variables $U_{j}$ are called disturbances or errors


## What makes an equation structural?

- Consider the following structural equations for $T$ and $S$ where
- $S=$ indicator that the fasten your sit belt sign is on,
- $T=$ the airplane experiences turbulences.

$$
\begin{aligned}
T & =U_{T} \\
S & =1-(1-T)\left(1-U_{S}\right)
\end{aligned}
$$

- $U_{T}$ is the indicator that a condition that generates a turbulence happened
- $U_{S}$ is the indicator that an event, other than turbulence, that prones the captain to turn on the sign, happened
- The system is algebraically equivalent to the system

$$
\begin{aligned}
S & =U_{S}^{*} \\
T & =S+U_{T}^{*}
\end{aligned}
$$

with $U_{S}^{*}=1-\left(1-U_{T}\right)\left(1-U_{S}\right)$ and $U_{T}^{*}=-U_{S}\left(1-U_{T}\right)$

- However, the equations in the first system are structural and the second are not? Why????


## What makes an equation structural?

- The reason is because structural equations indicate the mechanisms by which the variables are created by nature. If the right hand side of the equation is a non-trivial function of a variable, then it means that nature will use that variable to create the variable in the left hand side of the equation.
- The equations

$$
\begin{aligned}
T & =U_{T} \\
S & =1-(1-T)\left(1-U_{S}\right)
\end{aligned}
$$

are structural because they tell us how nature "creates" $T$ from $S$ and other factors and how it creates $S$ from $T$ and other factors.
(1) The first equation tells us that to "create" a turbulence, nature does not care if the sit belt sign is on.
(2) The second equation tells us that to "make" a sit belt sign to be "on" it matters if there is a turbulence

## What makes an equation structural?

- In contrast, the equations

$$
\begin{aligned}
S & =U_{S}^{*} \\
T & =S+U_{T}^{*}
\end{aligned}
$$

are not structural because
(1) the first equation tells that the presence of an "ON" sign is not affected by the occurrence of a turbulence.
(2) the second equation implies that the occurrence of a turbulence depends on whether or not the sign is on. In particular, the equation implies the ridiculous mechanism whereby a turbulence will always be formed when the sign is on.and the "external factor" $U_{T}^{*}$ is 0 .

## Structural equations model

- Definition: A structural equation model (SEM) is a the model that assumes:
(1) a complete set of $k$ structural equations

$$
\begin{equation*}
V_{j}=f_{j}\left(P A_{j}, U_{j}\right), j=1, \ldots, k \tag{4}
\end{equation*}
$$

such that for each fixed value of $\left(U_{1}, \ldots, U_{k}\right)$, the system has a unique solution $V_{1}, \ldots, V_{k}$
(2) no element of $\left\{V_{1}, \ldots, V_{k}\right\}$ is a determinant of $U_{j}$ for any $j$
(3) possibly, some facts about the determinants of the $U_{j}^{\prime} s$

- Examples of item 3
(1) no pair $\left(U_{j}, U_{l}\right)$ shares common determinants
(2) the pair $\left(U_{j}, U_{l}\right)$ only shares (unknown) common determinants
(3) $U_{j}$ is a determinant of $U_{l}$
(1) $U_{j}$ is equal to $U_{l}$


## Types of structural equation models

- A SEM is further subclassified depending on the assumptions made about the $f_{j}^{\prime} s$
(1) If all $f_{j}^{\prime} s$ are assumed to be unknown then the model is called a non-parametric structural equation model.
(2) If all $f_{j}^{\prime} s$ are assumed to be linear functions of the $P A_{j}^{\prime} s$ and additive on the $U_{j}^{\prime} s$ then the model is called a linear structural equation model.
- The only assumptions encoded in a non-parametric SEM are the assumptions that the subset $V-P A_{j}$ does not participate in the construction of the variable $V_{j}$.


## Causal diagrams

- Definition: Given a structural equation with variables $V_{1}, \ldots, V_{k}$, a causal diagram is a graph with nodes $V_{1}, \ldots, V_{k}$ such that it has
(1) a solid-line arrow from each node in the set $P A_{j}$ to the node $V_{j}$, for each $j$, and
(2) a dashed-line bidirected edge between any pair of nodes $\left(V_{j}, V_{k}\right)$ unless the SEM assumes that
(1) the corresponding disturbances $\left(U_{j}, U_{k}\right)$ do not share common determinants, and
(2) $U_{j}$ is not a determinant of $U_{k}$
(3) $U_{k}$ is not a determinant of $U_{j}$


## Remarks about causal diagrams

(1) Causal diagrams are generally taken as a representation of the associated non-parametric SEM.
(2) A causal diagram without double-dashed arcs is one in which every variable that is a common determinant of two other variables is included as a $V$ variable of the system

## Causal diagrams

- Example 1: price and demand

(1) Structural equations

$$
\begin{array}{rlrl}
I & =f_{l}\left(U_{l}\right), & I=\text { household income } \\
W & =f_{W}\left(U_{W}\right), & W=\text { wage rate for producing product } A \\
Q & =f_{Q}\left(P, I, U_{Q}\right), \quad Q=\text { household demand for product } A \\
P & =f_{P}\left(Q, W, U_{P}\right), \quad P=\text { unit price for product } A
\end{array}
$$

(2) Disturbance assumptions. Only $U_{P}$ and $U_{Q}$ share common determinants

## SEMs and Causal Diagrams

- Geneticist Sewall Wright $(1921,1934)$ was the first to use a system of (linear) equations combined with diagrams to communicate causal relationships.
- He was aware that equations alone were not satisfactory for encoding causal influences because any one equation implies other equations for the variables in the RHS which do not reflect the mechanism by which the variables are determined.
- Thus, his bright idea was to append to the equations the causal diagram which now reflected univocally the direction in which each equation ought to be read.


## Recursive SEMs

- Definition: A recursive SEM or Semi-Markovian SEM is a SEM whose causal diagram is such that when its double-dashed arrows are deleted, the resulting graph is a DAG.
- Property 1: In a recursive SEM: $V_{l} \in P A_{j} \Rightarrow V_{j} \notin P A_{l}$
- Property 2: In a recursive SEM there exists an ordering $V_{1}, \ldots, V_{k}$ such that given $U=\left\{U_{1}, \ldots, U_{k}\right\}$, the variables in $V$ are determined recursively, $V_{1}$ first, $V_{2}$ next, and so on.
- Example 1: smoking and lung cancer

(1) Structural equations

$$
G=f_{G}\left(U_{G}\right), \quad G=\text { genetic trait }
$$

$$
S=f_{S}\left(G, U_{S}\right), \quad S=\text { smoking indicator }
$$

$$
T=f_{T}\left(S, U_{T}\right), \quad T=\text { amount of tar accumulated in the lung }
$$

$C=f_{C}\left(G, T, U_{C}\right), C=$ indicator of lung cancer
(2) Disturbance assumptions. No pair of disturbances share a common determinant

- Example 2: non-compliance in clinical trials

(1) Structural equations

$$
\begin{aligned}
W & =f_{W}\left(U_{W}\right), \quad W=\text { factors affecting compliance and response } \\
Z & =f_{Z}\left(U_{Z}\right), \quad Z=\text { treatment assigned } \\
X & =f_{X}\left(Z, W, U_{X}\right), \quad X=\text { treatment received } \\
Y & =f_{Y}\left(X, W, U_{Y}\right), \quad Y=\text { health outcome }
\end{aligned}
$$

(2) Disturbance assumptions. No pair of disturbances share a common determinant. Note that $Z$ is not determined by any other variable because treatment assignment has been randomized.

- Example 3: sequentially randomized clinical trial. Full randomization of treatment $X$ and randomization to $Z$ with probability that depends on observed health history and first assigned treatment

- SEM: jointly independent disturbances and

$$
\begin{array}{rlrl}
V & =f_{V}\left(U_{V}\right), & V=\text { immune status } \\
X & =f_{X}\left(U_{X}\right), & X=\text { treatment randomized at baseline } \\
W & =f_{W}\left(X, V, U_{W}\right), & W=\text { response after first treatment } \\
Z & =f_{Z}\left(X, W, U_{Z}\right), & Z=\text { second randomized treatment } \\
Y & =f_{Y}\left(Z, X, V, U_{Y}\right) & & Y=\text { response at end of study }
\end{array}
$$

## SEM $\longrightarrow$ CAUSAL DIAGRAM

RECURSIVE SEM $\longrightarrow$

## CAUSAL DIAGRAM IS DAG + DASHED DOUBLE ARROWS

## RECURSIVE SEM + NO COMMON CAUSES FOR THE ERRORS

## CAUSAL DIAGRAM IS DAG

## Probabilistic SEM

- A probabilistic structural equation model is a SEM in which the disturbances $U=\left(U_{1}, \ldots, U_{k}\right)$ are assumed to be random variables.
- Of course, if $U_{j}, j=1, \ldots, k$, is a random variable, then so are the variables $V_{j}, j=1, \ldots, k$, of the SEM.
- The distribution $p(u)$ of $U$ and a fixed set of structural functions $f_{j}, j=1, \ldots k$, uniquely determine the distribution of $p(v)$ of $V=\left(V_{1}, \ldots, V_{k}\right)$.
- If $U$ is generated by nature with distribution $p(u)$, then $V$ is generated by nature with law $p(v)$.
- $p(v)$ is called the observational law of $V$


## Intervention SEM

- A key implicit assumption of SEMs is that modification of one equation alters the values of the inputs to other equations but not the functional form of the equations themselves
- In a SEM each equation represents an isolated mechanism, if you intervene and modify one mechanism you do not change the others


## Intervention SEM

- A recursive SEM is like an electrical circuit with black boxes, the $j^{\text {th }}$ one receiving the input $\left(P A_{j}, U_{j}\right)$ and spitting the output $V_{j}$.
- If you were to intervene and replace one specific black box with another one, your action will have the effect of altering the input of the boxes connected to the replaced box but your action will not affect (i.e. alter) any of these boxes.


## Intervention SEM

- This means that if you intervene to modify the mechanism that creates one variable, you will modify
- neither the equations (i.e. mechanisms) that dictate the creation of the remaining variables in the system nor,
- the values of the disturbances (as they are determined by factors outside the system).
- So we can define a new SEM representing how the variables $V$ would be created in the hypothetical world in which we intervene and force a subset of $V$ to be fixed at given values.
- In such SEM we simply replace the equations that create the intervened variables with new equations in which each variable is equal to the given constant


## Intervention SEMs

- Definition: given a SEM

$$
V_{j}=f_{j}\left(P A_{j}, U_{j}\right), j=1, \ldots, k
$$

an intervened SEM with intervened variables $V_{j 1}$ set to $v_{j 1}$, $I=1, \ldots, I^{*}$ is a new SEM defined by the structural equations

$$
\begin{aligned}
V_{j} & =f_{j}\left(P A_{j}, U_{j}\right), j \notin\left\{j_{1}, \ldots, j_{l} *\right. \\
V_{j ו} & =v_{j ו}, I=1, \ldots, I^{*}
\end{aligned}
$$

- The causal diagram of an intervention SEM is identical to one of the original SEM but in which all arrows pointing to the intervened variables (including any dashed double-edges pointing to it, if they exist) are removed.


## Intervention causal diagrams

- Example: suppose that we intervene in the system represented by the DAG

to force $X=x$. Then the intervened DAG is



## Counterfactual variables and intervention distributions

- Consider a probabilistic intervened SEM in which we intervene to set $X$ to $x$.
- We denote the variables solving the new system with

$$
V_{x}=\left(V_{x, 1}, \ldots, V_{x, k}\right)
$$

- The variables $V_{x, j}$ are referred to as potential variables or counterfactuals.
- We define the intervention distribution

$$
p_{x}(v) \equiv \operatorname{Pr}\left(V_{x}=v\right)
$$

## Counterfactual variables and intervention distributions

- Note that the intervention distribution

$$
p_{x}(v) \equiv \operatorname{Pr}\left(V_{x}=v\right)
$$

is the probability that we would observe that the left hand side variables of SEM be equal to $v$ in a world in which we impose the action $X=x$ on every possible realization of the disturbances $U$.

- This law is NOT generally equal to

$$
p(v \mid x) \equiv \operatorname{Pr}(V=v \mid X=x)
$$

which is the conditional probability that $V=v$ given $X=x$. This
is the probability that $V=v$ among those that we observe to have $X=x$

## Condl vs intervention distbs are not the same. Example.

- Consider the SEM

$$
Z=U_{z}, \quad X=Z+U_{x}
$$

$U_{Z} \amalg U_{X}$ both Bernoulli with success probabilities $\pi_{z}$ and $\pi_{x}$.

- Then, for $v=(z, x)=(1,1)$, we have

$$
\begin{aligned}
\operatorname{Pr}(V=v \mid X=x) & =\frac{\operatorname{Pr}(Z=1, X=1)}{\operatorname{Pr}(X=1, Z=1)+\operatorname{Pr}(X=1, Z=0)} \\
& =\frac{\pi_{z}\left(1-\pi_{x}\right)}{\pi_{z}\left(1-\pi_{x}\right)+\pi_{x}\left(1-\pi_{z}\right)}
\end{aligned}
$$

- On the other hand, $p_{x}(v)=\operatorname{Pr}\left(Z_{x}=1\right)$ is the probability that $Z=1$ under the modified SEM

$$
Z=U_{z}, \quad X=1
$$

But in this system, $Z=1$ with probability $\pi_{z}$, so $p_{x}(v)=\pi_{z}$.

## Independence and the no-common causes assumption

- Assumption: if the causal diagram of a recursive probabilistic SEM has no dashed bi-directed edges then the disturbances $U_{1}, \ldots, U_{k}$ are mutually independent..
- Recall that a causal diagram without double-dashed arcs is one in which every variable that is a common determinant of two other variables is included as a $V$ variable of the system


## Markovian SEMs

- Definition: a Markovian SEM is a probabilistic recursive SEM whose causal diagram does not have dashed bi-directed edges, i.e. it is a DAG.
- Property: if a SEM is Markovian, then any intervention SEM derived from it is also Markovian.
- Proof: immediate. The error vector $U$ is the same in the original and the intervention SEM of a recursive SEM is also recursive.


## Section III: identifiability of the intervention law, preliminaries

- The Causal Markov Condition
- The positivity condition
- Trimmed graphs
- The three rules of the "do calculus"
- The back-door theorem


## Causal Markov condition

- Theorem (the causal Markov condition): The DAG of a Markovian SEM

$$
V_{j}=f_{j}\left(P A_{j}, U_{j}\right), j=1, \ldots, k
$$

represents the joint law of the variables $V=V_{1}, \ldots, V_{k}$, i.e.

$$
p(v)=\left\{\prod_{j=1}^{k} p\left(v_{j} \mid p a_{j}\right)\right\} I_{\{p(\cdot)>0\}}(v)
$$

## Proof of the causal Markov condition

- Proof: Let the order $V_{1}, \ldots, V_{k}$ be consistent with the DAG. Then, independence of the errors and recursiveness implies that

$$
\begin{equation*}
U_{j} \amalg \bar{V}_{j-1} \tag{5}
\end{equation*}
$$

where $\bar{V}_{j-1}=\left(V_{1}, \ldots, V_{j-1}\right)$. Then,

$$
p(v)=\left\{\Pi_{j=1}^{k} \operatorname{Pr}\left(V_{j}=v_{j} \mid \bar{V}_{j-1}=\bar{v}_{j-1}\right)\right\} I_{\{p(\cdot)>0\}}(v)
$$

But

$$
\begin{aligned}
\operatorname{Pr}\left(V_{j}=v_{j} \mid \bar{V}_{j-1}=\bar{v}_{j-1}\right) & =\operatorname{Pr}\left(f_{j}\left(p a_{j}, U_{j}\right)=v_{j} \mid \bar{V}_{j-1}=\bar{v}_{j-1}\right) \\
& =\operatorname{Pr}\left(f_{j}\left(p a_{j}, U_{j}\right)=v_{j}\right) \text { by }(5) \\
& =g_{j}\left(v_{j}, p a_{j}\right)
\end{aligned}
$$

Which proves that $\operatorname{Pr}\left(V_{j}=v_{j} \mid \bar{V}_{j-1}=\bar{v}_{j-1}\right)$ depends only on $p a_{j}$, hence

$$
\operatorname{Pr}\left(V_{j}=v_{j} \mid \bar{V}_{j-1}=\bar{v}_{j-1}\right)=\operatorname{Pr}\left(V_{j}=v_{j} \mid P A_{j}=p a_{j}\right)
$$

This concludes the proof...

## The positivity condition

- Our next Theorem establishes that if the following positivity condition holds, $p_{x^{\prime}}(\cdot)$ is identified (i.e. it is a functional of) the observational law $p(\cdot)$ of $V$.
- The positivity condition for $X=x^{\prime}$. Given a Markovian SEM with variables $V$, a subset $X=\left\{X_{1}, \ldots X_{l}\right\}$ of $V$, and a fixed constant vector $x^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{l}^{\prime}\right)$, it holds that for every $p a_{j}$ such that $\operatorname{Pr}\left(P A_{X_{j}}=p a_{j}\right)>0$,

$$
\begin{equation*}
\operatorname{Pr}\left(X_{j}=x_{j}^{\prime} \mid P A_{X_{j}}=p a_{j}\right)>0, j=1, \ldots, l \tag{6}
\end{equation*}
$$

- The condition stipulates that, regardless of the values of the parents of $X_{j}$, in the observational world there is always a positive chance that $X_{j}$ will take the selected value $x_{j}^{\prime}$.


## The identification theorem

- Theorem (identification): if the positivity condition for $X=x^{\prime}$ holds then $p_{x^{\prime}}(\cdot)$ is absolutely continuous with respect to $p(\cdot)$.and

$$
\begin{equation*}
p_{x^{\prime}}(v)=\left\{\Pi_{j: v_{j} \notin x^{\prime}} p\left(v_{j} \mid p a_{j}\right) \times I_{\left\{x^{\prime}\right\}}(x)\right\} I_{\{p(\cdot)>0\}}(v) \tag{7}
\end{equation*}
$$

Equivalently, the likelihood ratio satisfies

$$
\frac{p_{x^{\prime}}(v)}{p(v)} I_{\{p(\cdot)>0\}}(v)=\frac{I_{\left\{x^{\prime}\right\}}(x)}{\Pi_{i=1}^{\leftrightarrows} p\left(x_{i} \mid p a_{i}\right)} I_{\{p(\cdot)>0\}}(v)
$$

- Definition: The formula on the right hand side of (7) is called the intervention formula.


## Remarks on the identification theorem

- The intervention formula

$$
\left\{\Pi_{j: v_{j} \notin x^{\prime}} p\left(v_{j} \mid p a_{j}\right) \times I_{\left\{x^{\prime}\right\}}(x)\right\} I_{\{p(\cdot)>0\}}(v)
$$

is a functional of $p(\cdot)$

- Corollary: if the positivity condition for $X=x^{\prime}$ holds,

If all the variables V are measured $\Rightarrow$
$p(\cdot)$ can be estimated consistently $\Rightarrow$
$p_{x^{\prime}}(\cdot)$ can be estimated consistently

## Identifiability from a subset of the nodes of a causal DAG.

- In practice, however, only a subset $B$ of the variables in the causal DAG are measured and we can only hope to estimate consistently $p(b)$.
- Hence we can estimate consistently $p_{x}(y)$ if it depends on $p(v)$ only through $p(b)$ but not otherwise
- The following question is then ultra important in practice.

> Suppose that in a causal DAG, $B \subset V, X \subset B, Y \subset B$ and $X \cap Y=\varnothing$
> What are sufficient conditions under which the intervention law $p_{x}(y)$ is a functional of $p(b)$ only?

## Sufficient conditions for identification

- There exist a number of graphical rules that one can use to check for such sufficient conditions for identifiability.
- The sufficient conditions are derived from three key graphical results for causal DAGs, known as the rules of the do (or intervention) calculus. So we will start by stating these rules
- The rules are indeed Theorems and they are proved in Pearl (1995, Biometrika).


## Trimmed graphs: preliminary notation.

- Let $X, Y$ and $Z$ be arbitrary disjoint sets of nodes of a DAG $G$.
- Convention 1: $G_{X}$ is the graph obtained by deleting from $G$ all arrows pointing to nodes in $X$
- Convention 2: $G_{\underline{X}}$ is the graph obtained by deleting from $G$ all arrows emerging from nodes in $X$
- Convention 3: $G_{\bar{X}, \underline{z}}$ is the graph obtained by deleting from $G$ all arrows pointing to nodes in $X$ and all arrows emerging from nodes in Z


## Rules of do calculus (Adapted from Pearl, Biometrika, 1995)

- Let $Y, Z$ and $W$ be disjoint subsets in a causal DAG $G$.
- Rule 1: d-separation. (not really a causal result)

$$
\text { if }(Y \amalg Z \mid W)_{G} \text { then } p(y \mid z, w)=p(y \mid w) \text {, }
$$

- Rule 2: back-door (when is observing the same as intervening). Suppose

$$
\text { if }(Y \amalg Z \mid W)_{G_{\underline{z}}} \text { then } p_{z}(y \mid w)=p(y \mid z, w)
$$

for all $(z, w)$ such that $p(z, w)>0$

- Rule 3: action irrelevance (about actions that have no effects)

$$
\text { if }(Y \amalg Z)_{G_{\bar{Z}}} \text { then } p_{z}(y)=p(y)
$$

## Rules of do calculus in terms of counterfactuals

- Rule 1:d-separation.(not really a causal result)

$$
\begin{gathered}
\text { if }(Y \amalg Z \mid W)_{G} \text { then. } \\
\operatorname{Pr}(Y=y \mid Z=z, W=w)=\operatorname{Pr}(Y=y \mid W=w)
\end{gathered}
$$

- Rule 2: back-door (when is observing the same as intervening)

$$
\begin{gathered}
\text { if }(Y \amalg Z \mid W)_{G_{\underline{Z}}} \text { then } \\
\operatorname{Pr}\left(Y_{z}=y \mid W_{z}=w\right)=\operatorname{Pr}\left(Y^{=}=y \mid Z=z, W=w\right)
\end{gathered}
$$

- Rule 3: action irrelevance (about actions that have no effects)

$$
\begin{gathered}
\text { if }(Y \amalg Z)_{G_{\bar{z}}} \text { then } \\
\operatorname{Pr}\left(Y_{z}=y\right)=p(Y=y)
\end{gathered}
$$

## Remark about the rules as Pearl stated them

- Pearl stated the rules not quite as we did.
- Rule 3 in Pearl (1995) is slightly more general. Also,
- Pearl used
(1) $G_{\underline{X}}$ instead of $G$
(2) $p_{x, z}$ instead of $p_{z}$, and
(3) $p_{x}$ instead of $p$
- His results are just a re-statement of ours when we regard the "observational" DAG as the DAG with $X$ intervened at $x$ and the observational $p$ as the intervention law $p_{x}$


## Let's recall the rules

- Rule 1:d-separation. (not really a causal result)

$$
\begin{gathered}
\text { if }(Y \amalg Z \mid W)_{G} \text { then. } \\
\operatorname{Pr}(Y=y \mid Z=z, W=w)=\operatorname{Pr}(Y=y \mid W=w)
\end{gathered}
$$

- Rule 2: back-door (when is observing the same as intervening)

$$
\begin{gathered}
\text { if }(Y \amalg Z \mid W)_{G_{\underline{Z}}} \text { then } \\
\operatorname{Pr}\left(Y_{z}=y \mid W_{z}=w\right)=\operatorname{Pr}\left(Y^{=} y \mid Z=z, W=w\right)
\end{gathered}
$$

- Rule 3: action irrelevance (about actions that have no effects)

$$
\begin{gathered}
\text { if }(Y \amalg Z)_{G_{\bar{z}}} \text { then } \\
\operatorname{Pr}\left(Y_{z}=y\right)=p(Y=y)
\end{gathered}
$$

## Rule 2

$$
\begin{gathered}
\text { If }(Y \amalg Z \mid W)_{G_{\underline{z}}} \text { then } \\
p_{z}(y \mid w)=p(y \mid z, w) \\
\text { or equivalently } \\
\operatorname{Pr}\left(Y_{z}=y \mid W_{z}=w\right)=\operatorname{Pr}(Y=y \mid Z=z, W=w)
\end{gathered}
$$

- In $G_{\underline{Z}}$ the only paths from $Z$ to $Y$ are through paths that start with an edge that points into $Z$. These paths are called back-door paths.
- The condition $(Y \amalg Z \mid W)_{G_{\underline{Z}}}$ says that all back-door paths from $Z$ to $Y$ are blocked by $W$.
- The essential part of Rule 2 is so important, that it deserves the qualification of Theorem. We re-state it as such now.


## The back-door theorem

- Theorem: Let $Y, Z$ and $W$ be three disjoint set of nodes in a causal DAG $\Gamma$. Then for all $(z, w): p(z, w)>0$,

$$
\begin{gathered}
p_{z}(y \mid w)=p(y \mid z, w) \\
\text { or equivalently } \\
\operatorname{Pr}\left(Y_{z}=y \mid W_{z}=w\right)=\operatorname{Pr}(Y=y \mid Z=z, W=w)
\end{gathered}
$$

if all back-door paths from $Z$ to $Y$ are blocked by $W$.

## Example of Rule 2

$$
\begin{gathered}
\text { Back door path between } T \text { and } C \text { is } T, S, G, C \\
\text { which is blocked by } G \Rightarrow \\
\operatorname{Pr}\left(C_{t}=c \mid G_{t}=g\right)=\operatorname{Pr}(C=c \mid T=t, G=g)
\end{gathered}
$$



## Let's recall the rules

- Rule 1:d-separation.(not really a causal result)

$$
\begin{gathered}
\text { if }(Y \amalg Z \mid W)_{G} \text { then. } \\
\operatorname{Pr}(Y=y \mid Z=z, W=w)=\operatorname{Pr}(Y=y \mid W=w)
\end{gathered}
$$

- Rule 2: back-door (when is observing the same as intervening)

$$
\begin{gathered}
\text { if }(Y \amalg Z \mid W)_{G_{\underline{Z}}} \text { then } \\
\operatorname{Pr}\left(Y_{z}=y \mid W_{z}=w\right)=\operatorname{Pr}\left(Y^{=} y \mid Z=z, W=w\right)
\end{gathered}
$$

- Rule 3: action irrelevance (about actions that have no effects)

$$
\begin{gathered}
\text { if }(Y \amalg Z)_{G_{\bar{z}}} \text { then } \\
\operatorname{Pr}\left(Y_{z}=y\right)=p(Y=y)
\end{gathered}
$$

## Remark on Rule 3

- In the DAG $G_{\bar{Z}}$ the only unblocked paths between $Z$ and $Y$ are the directed paths paths between $Z$ and $Y$ in $G$
- The condition $(Y \amalg Z)_{G_{\bar{Z}}}$ is then the condition that in DAG $G$ there are no directed paths between $Y$ and $Z$
- The conclusion $\operatorname{Pr}\left(Y_{z}=y\right)=p(Y=y)$ implies that $Z$ has no causal effect on $Y$ (if we intervene to set $Z=z$, then regardless of the value $z$ at which we set $Z$, the distribution of the outcome will be the same)
- Then the result

$$
\text { if }(Y \amalg Z)_{G_{\bar{z}}} \text { then } \operatorname{Pr}\left(Y_{z}=y\right)=p(Y=y)
$$

implies that if in the original DAG there is no directed path between $Z$ and $Y$ then $Z$ has no causal effect on $Y$.

## First example of Rule 3.

- Future actions don't affect past outcomes (reducing the tar in your lungs will not reduce how much you smoke)

$$
(S \amalg T)_{\Gamma_{\bar{T}}} \Rightarrow \operatorname{Pr}\left(S_{t}=s\right)=\operatorname{Pr}(S=s)
$$



## Second example of Rule 3.

- Actions without effects (your sweating does not cause your inclination-or not- to watch TV)

$$
(S \amalg Y)_{\Gamma_{\bar{s}}} \Rightarrow \operatorname{Pr}\left(Y_{s}=y\right)=\operatorname{Pr}(Y=y)
$$



## Second example of Rule 3.

- Actions without effects (your inclination - or not- to buy sport clothes does not cause your inclination -or not- to watch TV)

$$
(C \amalg Y)_{\Gamma_{\bar{c}}} \Rightarrow \operatorname{Pr}\left(Y_{c}=y\right)=\operatorname{Pr}(Y=y)
$$



## Section IV: identifiability of the intervention law: the back-door theorem

- The back-door adjustment theorem
- the intervention formula
- standardized vs crude rates
- the regression and the inverse probability weighted forms
- the propensity score
- Lessons from the back-door theorem
- measuring all common causes of treatment and outcome is not always needed
- it is not always ok to adjust for proxies of common causes of treatment and outcome
- it is not always ok to adjust for common correlates of treatment and outcome
- Berkson bias
- M-structures
- Drop-out in longitudinal studies


## Corollaries of the "do" calculus: the back-door adjustment

- Theorem (the back-door adjustment): let $X, Y$ and $Z$ be disjoint set of nodes in a causal DAG $G$ and suppose that $(x, z)$ are fixed values such that $p(x, z)>0$. If $Z$ is a non-descendant of $X$ that blocks all back doors between $X$ and $Y$ then

$$
p_{x}(y, z)=p(y \mid x, z) p(z)
$$

- Proof: for $(x, z)$ such that $p(x, z)>0$ we have

$$
\begin{aligned}
& p(y \mid x, z) p(z)= \\
& =p_{x}(y \mid z) p(z) \text { by the back-door theorem } \\
& \left.=p_{x}(y \mid z) p_{x}(z) \text { by rule } 3 \text { ( } Z \text { is non-descendant of } X\right) \\
& =p_{x}(y, x)
\end{aligned}
$$

## Corollaries of the "do" calculus: the back-door adjustment

- Corollary 1: under the assumptions of the theorem

$$
p_{x^{\prime}}(y, z, x)=p(y \mid x, z) p(z) I_{\left\{x^{\prime}\right\}}(x)
$$

or equivalently

$$
\frac{p_{x^{\prime}}(y, z, x)}{p(y, x, z)} I_{\{p()>0\}}(y, x, z)=\frac{I_{\left\{x^{\prime}\right\}}(x)}{p(x \mid z)} I_{\{p()>0\}}(y, x, z)
$$

So we reproduce the intervention formula for the subset $Y \cup X \cup Z$ of the variables in the DAG!!

## Corollaries of the "do" calculus: the back-door adjustment

- Corollary: Under the conditions of the theorem,

$$
p_{x}(y)=\sum_{z} p(y \mid x, z) p(z)
$$

## Which variables we need to identify treatment effects?

- It follows from the preceding theorem that to identify $p_{x}(y)$ we don't need to measure all variables in a causal DAG.
- It suffices to measure, besides $Y$ and $X$, a set $Z$ that
(1) are non-descendants of $X$ and,
(2) block all the back doors between $X$ and $Y$.
- Variables $Z$ that satisfy the two preceding conditions are said to satisfy the back-door criterion


## Standardized vs crude risks

- The back-door theorem says that if $Z$ satisfies the back-door criterion then

standardized rate: weighted averaged of stratum specific crude rates weights are strata prob. in the population
- This is different from

$$
\operatorname{Pr}(Y=y \mid X=x)=\underbrace{\sum_{z} \operatorname{Pr}(Y=y \mid X=x, Z=z) \underbrace{\operatorname{Pr}(Z=z \mid X=x)}_{\text {weights }}}_{\begin{array}{l}
\text { crude rate: weighted averaged of stratum specific crude rates } \\
\text { weights are strata prob. in the supopul. with } X \text { equal } x
\end{array}}
$$

## The regression and the IPW forms

- We have seen that when $Z$ meets the back-door criterion

$$
\begin{aligned}
p_{x}(y) & =\sum_{z} p(y \mid x, z) p(z) \text { and } \\
\frac{p_{x^{\prime}}(y, z, x)}{p(y, x, z)} & =\frac{I_{\left\{x^{\prime}\right\}}(x)}{p(x \mid z)}
\end{aligned}
$$

- This implies that

$$
\begin{aligned}
E\left(Y_{x}\right) & =E\{E(Y \mid X=x, Z)\} \\
& =E\left\{\frac{I_{\{x\}}(X)}{\operatorname{Pr}(X=x \mid Z)} Y\right\}
\end{aligned}
$$

- The expressions in the RHS are two forms of the SAME functional of $p(y, x, z)$
(1) The first expression is called the regression form
(2) The second expression is called the inverse probability weighted form
- $\pi(z) \equiv \operatorname{Pr}(X=x \mid Z=z)$ is called the propensity score for $\operatorname{tr} x x$

- We will next examine which variables satisfy the back door criterion for the pair $(E, D)$
(1) A does not satisfy it because it does not block the path $E, C, D$
(2) $B$ does not satisfy it for the same reason
(3) $C$ does not satisfy it because it unblocks the path $E, A, C, B, D$
(1) $(A, C)$ satisfies it!!. Also, $(B, C)$ satisfies it!!


## First lesson: measuring all common causes is not always needed.

- Thus, we conclude that

$$
\begin{aligned}
p_{e}(d) & =\sum_{a} \sum_{c} p(d \mid e, a, c) p(a, c) \\
& =\sum_{b} \sum_{c} p(d \mid e, b, c) p(b, c)
\end{aligned}
$$

- Thus, to identify $p_{e}(d)$ it suffices to measure
- the variables $A, C, E, D$ or
- the variables $B, C, E, D$.
- But we don't need to measure all three common causes $A, B$ and $C$ !!!!
- This exemplifies how DAGs can be used to help design studies!


## Second lesson: it is not OK to adjust for proxies of unmeasured common causes

- Measuring just $A, E, D$ or just $B, E, D$ or just $C, E, D$ will not suffice to identify $p_{e}(d)$.
- In particular, in general,

$$
p_{e}(d) \neq \sum_{a} p(d \mid e, c) p(c)
$$

- $C$ is a proxy for (i.e. is correlated with) $A$ and $B$.
- This example shows that it is NOT always OK to adjust for proxies of unmeasured common causes


## Third lesson: it is not always ok to adjust for common correlates of exposure and disease



- C. is correlated with $E$ and $D$, but

$$
p_{e}(d)=p(d \mid e) \text { by rule } 2 \text { because }(E \amalg D)_{G_{\underline{E}}} \Rightarrow
$$ unadjusted rates are correct (no need to measure anything!)

- However, $C$ unblocks the path $E, A, C, B, W, D$, thus in general,

$$
p_{e}(d) \neq \sum p(d \mid e, c) p(c) \Rightarrow \text { adjustment for } \mathbf{C} \text { is incorrect }
$$

## Fourth lesson: Berkson bias



- The structure of this DAG is known as an M-structure.
- The spurious correlation between $D$ and $E$ was induced because we conditioned on a collider (C)
- Any spurious correlation induced by conditioning on colliders is called Berkson bias


## Other Berkson biases: drop-out in longitudinal studies

- Consider the following clinical trial of HIV+ patients

- We would like to compute

$$
p_{e, c=0}(d)
$$

the rate of disease in the hypothetical world in which everybody took $E=e$ and nobody dropped out

## The "story" behind the previous DAG

- Patients are randomized to treatment or control $(E)$ ( $E$ is a root node because of randomization)
- Patients in the treatment arm are at greater risk of side effects (nausea, vomiting, etc) and hence of dropping out (arrow from $E$ to C)
- The greater the level of immunosuppression,
(1) the greater the risk of AIDS (arrow from $U$ to $D$ )
(2) the greater the risk of developing symptoms (fever, weight loss, etc) (arrow from $U$ to $D$ )
- The greater the risk of symptoms the greater the risk of dropping out (arrow from $L$ to $C$ )


## Drop-out in longitudinal studies

- If in the true DAG the dashed arrows are absent, then there is no directed path from $(E, C)$ to $D$ so

$$
p_{e, c=0}(d)=p(d) \text { does not depend on } e
$$

- However, in general,

$$
p(d \mid e, c=0) \text { depends on } e
$$

because the path $E, C, L, V, D$ is unblocked by $C$

- Conclusion: restricting the analysis to patients for whom $D$ is not missing, leads us to incorrectly conclude that $E$ has an effect on $D$



## Drop-out in longitudinal studies

- The effect of $(E, C=0)$ is not identified if in the trial we only measure $E, C$ and $D$
- However, if we also measure $L$

- Then $L$ blocks all back-doors between $(E, C)$ and $D$ and we have that

$$
p_{e, c=0}(d)=\sum_{l} p(d \mid e, c=0, l) p(l)
$$

## Connections with the missing data literature

- In our example, the fact that $E$ is a root node implies (by rule 3 ) that

$$
p_{e, c=0}(d)=p_{c=0}(d \mid e)
$$

- So, the mistake in using $p(d \mid e, c=0)$ to estimate the effect of $E$ on $D$ is to assume that

$$
\begin{equation*}
p(d \mid e, c=0)=p_{c=0}(d \mid e) \tag{8}
\end{equation*}
$$

- In the missing data literature, (8) is known as the assumption -MCAR- that the $D$ is missing completely at random conditional on $E$.


## Connections with the missing data literature

- We now see that MCAR is tantamount to assuming that there are no common causes of missingness and disease, an often very very unrealistic assumption
- Notice that the problem of missing $D$ is not resolved by imputing it from the law $p(d \mid e, c=0)$
- This imputation will only aggravate the problem because it will make you believe that (your biased) estimator is very precise thus giving you more confidence that your incorrect analysis is correct!
- Imputing garbage observations only helps improve the efficiency of estimators of garbage quantities!!!


## Connections with the missing data literature

- The variable $L$ does not intervene in the expression $p_{c=0}(d \mid e)$.
- However, to be able to identify $p_{c=0}(d \mid e)$ we need to have measured $L$ because

$$
p_{c=0}(d \mid e)=\sum_{l} p(d \mid e, c=0, l) p(I)
$$

- In the missing data literature $L$ is called an auxiliary variable, because it is a variable that does not intervene in the estimand of interest but that is needed to estimate it.


## Connections with the missing data literature

- In our DAG $L$ and $E$ are $d$-separated, so $p(I \mid e)=p(I)$. Thus,

$$
\begin{equation*}
p_{c=0}(d \mid e)=\sum_{l} p(d \mid e, c=0, I) p(I \mid e) \tag{9}
\end{equation*}
$$

- This is just the formula for the conditional probability of $D$ given $E$ under

$$
p_{c=0}\left(d, I, c^{\prime} \mid e\right)=p\left(d \mid I, c^{\prime}, e\right) I_{\{0\}}\left(c^{\prime}\right) p(I \mid e)
$$

- From where it follows that the likelihood ratio between the observed and the intervention laws (conditional on $E$ ) satisfies

$$
\begin{equation*}
\frac{p_{c=0}\left(d, l, c^{\prime} \mid e\right)}{p\left(d, l, c^{\prime} \mid e\right)}=\frac{I_{\{0\}}\left(c^{\prime}\right)}{\operatorname{Pr}(C=0 \mid E=e, L=I)} \tag{10}
\end{equation*}
$$

## Connections with the missing data literature

- From

$$
\begin{equation*}
p_{c=0}(d \mid e)=\sum_{l} p(d \mid e, c=0, I) p(I \mid e) \tag{11}
\end{equation*}
$$

we obtain

$$
\underbrace{E_{c=0}(D \mid E=e)}_{\begin{array}{c}
\text { mean of } D \text { given } E=e \\
\text { if nobody dropped out }
\end{array}}=\underbrace{E\{E(D \mid E=e, C=0, L) \mid E=e\}}_{\text {the regression functional }}
$$

- and from

$$
\begin{equation*}
\frac{p_{c=0}\left(d, l, c^{\prime} \mid e\right)}{p\left(d, I, c^{\prime} \mid e\right)}=\frac{I_{\{0\}}\left(c^{\prime}\right)}{\operatorname{Pr}(c=0 \mid E=e, L=I)} \tag{12}
\end{equation*}
$$

- we obtain

$$
\underbrace{E_{c=0}(D \mid E=e)}_{\begin{array}{c}
\text { mean of } D \text { given } E=e \\
\text { if nobody dropped out }
\end{array}}=\underbrace{E\left\{\left.\frac{I_{\{0\}}(C)}{\operatorname{Pr}(C=0 \mid E=e, L)} D \right\rvert\, E=e\right\}}_{\text {the inverse probability weighted form }}
$$

## A more realistic example with drop-outs

- The preceding example is unrealistic because it assumed that the post-randomization side effects were not influenced by the patients' underlying immune status
- A more realistic DAG is



## A more realistic example with drop-outs



- Even if $\left(L_{1}, L_{2}\right)$ are measured we can't use the back-door formula for $p_{e, c=0}(d)$ because:
(1) $\left(L_{1}, L_{2}\right)$ does not meet the back-door criterion because $L_{2}$ is a descendant of $E$
(2) $L_{1}$ does not meet the criterion because the path $C, L_{2}, V, Y$ is unblocked by $L_{1}$
(3) $L_{2}$ does not meet the criterion because the path $C, L_{1}, V, Y$ is unblocked by $L_{2}$


## A more realistic example with drop-outs



- We will see later that $p_{e, c=0}(d)$ is identified and it holds that

$$
p_{e, c=0}(d)=\sum_{l=\left(l_{1}, l_{2}\right)} p(d \mid e, c=0, l) p(I \mid e)
$$

- But

$$
p_{e, c=0}(d) \neq \sum_{l=\left(l_{1}, l_{2}\right)} p(d \mid e, c=0, l) p(l)
$$

## Section V: identifiability of the intervention law, the front-door adjustment and other results

- The front-door adjustment theorem
- Analysis of an example with two time dependent treatments
- Why regression analysis is wrong with time dependent treatments and covariates
- Identification theorem for time dependent treatment effects
- Back to our realistic drop-out example


## Corollaries of the "do" calculus: the front-door adjustment

- Definition: In a DAG $G$ a set of nodes $Z$ satisfies the front-door criterion relative to an ordered paired of nodes $(X, Y)$ iff:
(1) $Z$ intercepts all directed paths between $X$ and $Y$
(2) there is no back door path from $X$ to $Z$, and
(3) all back door paths from $Z$ to $Y$ are blocked by $X$.
- Theorem (Front door adjustment): if in a DAG G, $Z$ is a set of nodes that satisfies the front door criterion relative to the pair of nodes $(X, Y)$ and if $p(x, z)>0$ for all $x, z$, then

$$
p_{x}(y)=\sum_{z} p(z \mid x) \sum_{x^{\prime}} p\left(y \mid x^{\prime}, z\right) p\left(x^{\prime}\right)
$$

## Proof of the front-door adjustment theorem

$$
\begin{aligned}
p_{x}(y) & =\sum_{z} p_{x}(y \mid z) p_{x}(z) \\
& =\sum_{z} p_{x, z}(y) p_{x}(z) b c \quad(Y \amalg Z \mid X)_{G_{X, \underline{Z}}}(\text { by } c d n \text { 3) } \\
& =\sum_{z} p_{z}(y) p_{x}(z) b c(Y \amalg X \mid Z)_{G_{\overline{X Z}}}(\text { by } c d n \text { 1) } \\
& =\sum_{z} p_{z}(y) p(z \mid x) b c(Z \amalg X)_{G_{\underline{X}}}(\text { by } c d n 2) \\
& =\sum_{z}\left[\sum_{x^{\prime}} p\left(y \mid x^{\prime}, z\right) p\left(x^{\prime}\right)\right] p(z \mid x) \text { by cdn } 3 \text { and back-door adj. }
\end{aligned}
$$

- Note: the second equality follows because condition 3 is $(Y \amalg Z \mid X)_{G_{\underline{Z}}}$ and this implies $(Y \amalg Z \mid X)_{G_{\bar{X}, \underline{Z}}}$ because removing arcs in a DAG can not create new $d$-connections.


## Intuition behind the front-door adjustment

- The intuition (though not the proof) of the front-door adjustment is as follows.
- Because by condition 1 the only directed paths between $X$ and $Y$ are paths that go through $Z$, then we can "decompose" the effect $p_{x}(y)$ in two parts:
(1) The effect of $X$ on $Z$, i.e. $p_{X}(z)$
(2) The effect of $Z$ on $Y$, i.e. $p_{z}(y)$
- Both $p_{x}(z)$ and $p_{z}(y)$ are identified:
(1) $p_{X}(z)$ is identified because by condition 2 there is no unblocked back door path between $X$ and $Z$
(2) $p_{Z}(y)$ is identified because by condition $3, X$ (which is measured) blocks all back door paths between $Z$ and $Y$.


## Example of the front-door adjustment theorem

Recall the example of smoking and lung cancer


- $T$ (tar) satisfies the front-door criterion relative to $(S, C)$ hence

$$
p_{s}(c)=\sum_{z}\left[\sum_{s^{\prime}} p\left(c \mid s^{\prime}, t\right) p\left(s^{\prime}\right)\right] p(t \mid s)
$$

## Critiques to the example of smoking and lung cancer

- First critique: The causal model assumes that $T$ is observed and measured with precision.
- What if we actually measure $T^{*}$ which is $T$ plus some random error independent of everything?

- $T^{*}$ does not satisfy the front door condition because condition 1 fails, $T^{*}$ does not intercept all directed paths between $S$ and $C$


## Comments on the example of smoking and lung cancer

- Second critique: the model assumes that the disturbances of $T$ and C don't share common determinants.
- But it is quite possible that there exist some biological factors $V$, e.g. a gene, that regulate both the way in which the lung stores tar and lung cancer

- $T$ does not satisfy the front door condition because condition 3 fails, there are back-door paths between $T$ and $Y$ that are not blocked by V


## Identification with time dependent treatments and covariates

- The following example illustrates the essential points of the situation that we consider next.

- We will see that even though both the front-door and the back-door criteria fail, $p_{x_{1} x_{2}}(y)$ is identified


## Observational study in DAG

- As part of a national campaign on health diet awareness:
- At time $t_{0}$ the government
(1) distributes diet brochures at shopping malls
(2) encourages HMOs, through financial incentives, to mail diet brochures
- Six months later government distributes once again brochures at shopping malls
- One year later a survey asks
(1) Dietary habits $(Y)$
(2) Having received diet information at time $t_{0}\left(X_{0}\right)$
(3) Having received any additional diet information later $\left(X_{1}\right)$
(9) Having had an annuals doctor's physical exam in the past year $\left(L_{1}\right)$
- Objective: to evaluate the impact of receiving different amounts of diet information on diet, i.e. $p_{x_{0}, x_{1}}(y)$
- Unmeasured variables
(1) Indicator of affiliation with an $\mathrm{HMO}\left(W_{0}\right)$
(2) History of hypercholesterolemia in the family $\left(W_{1}\right)$


## Arrows in the DAG of the example

(1) Subjects in HMO's are more likely than gral population to
(1) receive diet brochure at time $t_{0}$ (arrow from $W_{0}$ to $X_{0}$ )
(2) have an annual physical exam (arrow from $W_{0}$ to $L_{1}$ )
(2) Subjects with family history of hypercholesterolemia more like than gral population to
(1) have annual physical exam (arrow from $W_{1}$ to $L_{1}$ )
(2) care about their diet (arrow from $W_{1}$ to $Y$ )
(3) HMO's brochures encourage annual check-ups (arrow from $X_{0}$ to $L_{1}$ )
(9) Patients that did not receive a brochure at $t_{0}$ are more likely than those that received it to care for a brochure six months later (arrow from $X_{0}$ to $X_{1}$ )

## Front-door criterion not satisfied

- In our example, $X=\left(X_{0}, X_{1}\right)$. Will show that neither back-door nor front-door criteria are satisfied
- The front door criterion fails because there is no variable that intercepts all directed paths between $X$ and $Y$.



## Back door criterion not satisfied

- Only two observed candidates for back-door criterion are $\varnothing$ and $L_{1}$
- $\varnothing$ does not satisfy the criterion because $(X I \Pi Y)_{G_{\underline{X}_{1}, X_{0}}}$
- the path $X_{1}, L_{1}, W_{1}, Y$ is unblocked in $G_{\underline{X}_{1}}, \underline{X}_{0}$



## Back door criterion not satisfied

- $\left\{L_{1}\right\}$ does not satisfy the back-door criterion because $\left(X I Z Y \mid L_{1}\right)_{G_{\underline{X}_{1}, X_{0}}}$
- the path $X_{0}, W_{0}, L_{1}, W_{1}, Y$ is unblocked by $L_{1}$ in $G_{\underline{X}_{1}}, \underline{X}_{0}$



## Identification of time dependent treatment effects

- Result: in the DAG of the example

$$
p_{x_{0}, x_{1}}(y)=\sum_{l_{1}} p\left(y \mid \Lambda_{1}, x_{0}, x_{1}\right) p\left(l_{1} \mid x_{0}\right)
$$

- Corollary:
(1) $p_{x_{0}, x_{1}}(y)$ depends only on the law of the measured variables $\left\{X_{0}, L_{1}, X_{1}, Y\right\}$.
(2) can estimate $p_{x_{0}, x_{1}}(y)$ consistently


## Proof of result

$$
\begin{aligned}
p_{x_{0}, x_{1}}(y) & =p_{x_{1}}\left(y \mid x_{0}\right) \\
& =\sum_{l_{1}} p_{x_{1}}\left(y \mid \iota_{1}, x_{0}\right) p_{x_{1}}\left(l_{1} \mid x_{0}\right) \\
& =\sum_{l_{1}} p_{x_{1}}\left(y \mid \iota_{1}, x_{0}\right) p\left(\Lambda_{1} \mid x_{0}\right) \quad \text { (rule 3) } \\
& =\sum_{l_{1}} p\left(y \mid \Lambda_{1}, x_{0}, x_{1}\right) p\left(I_{1} \mid x_{0}\right) \quad \text { (rule 2) }
\end{aligned}
$$



## An interesting point

- We have seen that

$$
\begin{equation*}
p_{x_{0}, x_{1}}(y)=\sum_{I_{1}} p\left(y \mid \Lambda_{1}, x_{0}, x_{1}\right) p\left(I_{1} \mid x_{0}\right) \tag{13}
\end{equation*}
$$

- However, it can be proved that $p_{x_{0}, x_{1}}\left(I_{1}\right)$ is not identified. This is essentially because with the measured variables we cannot block the back-door path $X_{0}, W_{0}, L_{1}$.
- (13) is the marginal distribution of $Y$ under the fictitious law $p^{*}$

$$
p^{*}\left(x_{0}^{\prime}, I_{1}, x_{1}^{\prime}, y\right)=p\left(y \mid \iota_{1}, x_{0}, x_{1}\right) I_{\left\{x_{1}\right\}}\left(x_{1}^{\prime}\right) p\left(I_{1} \mid x_{0}\right) I_{\left\{x_{0}\right\}}\left(x_{0}^{\prime}\right)
$$

- This would be the intervention law if the causal DAG did not have the unmeasured covariates $W_{0}$ and $W_{1}$


## An interesting point

- We conclude that in this example
(1) we remove $W_{0}$ and $W_{1}$ from the DAG and compute the intervention law
(2) we use this fictitious intervention law to calculate the marginal distribution of $Y$. This gives the actual law of the counterfactual $Y$
(3) however, we cannot use this fictitious intervention law to compute the distribution of the counterfactual $L$


## Why standard regression analysis is wrong

- I will now use our example to argue that regression analysis, whether adjusting or not for covariates, gives wrong answers.

- Suppose that neither $X_{0}$ nor $X_{1}$ have an effect on anything because, unknown to you, the dashed arrows are absent and consequently (by rule 3)

$$
p_{x_{0}, x_{1}}(y)=p(y)
$$

## Why standard regression analysis is wrong

- Will a regression analysis tell you that $\left(X_{0}, X_{1}\right)$ has no effect on $Y$ ?
- Besides $X_{0}$ and $X_{1}$ you also have in the database the covariate $L_{1}$
- So, your options are either to compute

$$
\begin{equation*}
\left.p\left(y \mid x_{0}, x_{1}\right) \text { (regression of } Y \text { on } X_{0} \text { and } X_{1}\right) \tag{14}
\end{equation*}
$$

- or

$$
\begin{equation*}
p\left(y \mid x_{0}, x_{1}, l_{1}\right)\left(\text { regression of } Y \text { on } X_{0}, X_{1} \text { and } L_{1}\right) \tag{15}
\end{equation*}
$$

## Why standard regression analysis is wrong

- I will now show in the DAG that

even when the dashed arrows are absent, generally,

$$
p\left(y \mid x_{0}, x_{1}\right) \text { depends on } x_{1}
$$

and

$$
p\left(y \mid x_{0}, x_{1}, l_{1}\right) \text { depends on } x_{0}
$$

- So any option of regression analysis will lead you to falsely conclude that $\left(X_{0}, X_{1}\right)$ has an effect on $Y$.


## Why standard regression analysis is wrong



- $\left(X_{1} \amalg Y\right)_{G}$ even if the dashed arrows are absent from $G$ because the path $Y, W_{1}, L_{1}, X_{1}$ is unblocked.
- So, in general,

$$
p\left(y \mid x_{0}, x_{1}\right) \text { depends on } x_{1}
$$

- Key reason for failure: by failing to condition on $L_{1}$, we do not block the back-door path $X_{1}, L_{1}, W_{1}, Y$


## Why standard regression analysis is wrong



- $\left(X_{0} \mathrm{I} Y \mid L_{1}\right)_{G}$ even if the dashed arrows are absent from $G$ because the path $Y, W_{1}, L_{1}, W_{0}, X_{0}$ is unblocked by $L_{1}$
- So, in general,

$$
p\left(y \mid x_{0}, x_{1}, l_{1}\right) \text { depends on } x_{0}
$$

- Key reason for failure: The pattern formed by the nodes $X_{0}, W_{0}, L_{1}, W_{1}$ and $Y$ is an $M$ structure. By conditioning on $L_{1}$ we generate Berkson bias


## Why standard regression analysis is wrong

- Conclusion: in a longitudinal study, with a time-dependent covariate $L_{1}$ that
(1) is associated with previous exposure $\left(X_{0}\right)$
(2) is a cause of future exposure $\left(X_{1}\right)$, and
(3) is associated with the outcome $(Y)$
- the coefficients of $X_{0}$ and $X_{1}$ in the either
(1) the regression of $Y$ on $\left(X_{0}, X_{1}\right)$, or
(2) the regression of $Y\left(X_{0}, X_{1}, L_{1}\right)$
- do not have a causal interpretation.


## Why standard regression analysis is wrong

- This example shows that even in the ideal world absent of sampling variability or model misspecification, (so that conditional probabilities are known without sampling or model error)
- a regression analysis which
(1) either does not adjust for the measured covariate $L_{1}$, or
(2) adjusts for the measured covariate $L_{1}$
- can lead you to incorrectly conclude that $\left(X_{0}, X_{1}\right)$ has an effect on $Y$
- The example also shows that even though regression analysis will give the wrong answers, the quantity of interest $p_{x_{0}, x_{1}}(y)$ is indeed a functional of the observed data law, i.e.

$$
p_{x_{0}, x_{1}}(y)=\sum_{l_{1}} p\left(y \mid l_{1}, x_{0}, x_{1}\right) p\left(l_{1} \mid x_{0}\right)
$$

- You should check that if in the true DAG the dashed arrows are absent, then the expression on the RHS simplifies to $p(y)$


## Revisit our drop-out example

- We can now show the formula that identifies $p_{e, c=0}(d)$ in our DAG representing a realistic drop-out setting in a randomized trial


$$
\begin{aligned}
p_{e, c=0}(d) & =p_{c=0}(d \mid e) \\
& =\sum_{I=\left(l_{1}, l_{2}\right)} p_{c=0}(d \mid e, I) p_{c=0}\left(I_{1} \mid e\right) \\
& =\sum_{I=\left(l_{1}, l_{2}\right)} p_{c=0}(y \mid e, I) p(I \mid e) \quad \text { (rule 3) } \\
& =\sum_{I=\left(l_{1}\right)} p(y \mid I, e, c=0) p(I \mid e) \quad \text { (rule 2) }
\end{aligned}
$$

## Identification of time dependent treatment effects

- We will now give a Theorem (Pearl and Robins, 1995) that generalizes the preceding result.
- Theorem: let $Y$ be a node in a causal DAG $G$ that is disjoint with a set of nodes $X=\left\{X_{0}, \ldots, X_{n}\right\}$. Let $N_{k}$ be the set of nodes that are non-descendants of $\left\{X_{k}, \ldots ., X_{n}, Y\right\}$ in $G$. Suppose that $X_{j} \subset N_{j+1}$ for each $j \geq 0$, and that $X_{n}$ is a non-descendant of $Y$. Let $X_{-1}=L_{-1}=\varnothing$. If there exists for each $j \geq 0$, a set of variables $L_{j}$ such that
(1) $L_{j} \subset N_{j}$
(2) $\left(Y \amalg X_{j} \mid X_{0}, \ldots, X_{j-1}, L_{0}, \ldots, L_{j}\right)_{G_{\underline{X}_{j}, \bar{X}_{j+1}, \ldots, \bar{X}_{n}}}$
- then,

$$
\begin{aligned}
p_{x_{0}, \ldots, x_{n}}(y)= & \sum_{z_{1}, \ldots, z_{n}}\left[p\left(y \mid l_{0}, \ldots, I_{n}, x_{1}, \ldots, x_{n}\right)\right. \\
& \left.\times \prod_{j=1}^{n} p\left(I_{j} \mid l_{0}, \ldots, l_{j-1}, x_{1}, \ldots, x_{j-1}\right)\right]
\end{aligned}
$$

## A super brief introduction to inference

- Non-parametric inference when the back-door criterion holds
- Methods for reducing dimension when the variables meeting the back-door criterion are high dimensional
(1) Outcome regression adjustment
(2) Propensity score regression adjustment
(3) Stratification by the propensity score
(1) Matching by the propensity score
(0) Weighting by the inverse of the propensity score (known as inverse probability weighting, IPW)
(0) Double-robust methods
- What is left?


## Inference when the back door condition holds

- Rosembaun and Rubin (JASA, 1984) proved that when $Z$ satisfies the back-door criterion for $(X, Y)$, then the propensity score

$$
\pi_{x}(Z) \equiv \operatorname{Pr}(X=x \mid Z)
$$

also satisfies the back-door criterion for $(X, Y)$

- Then, if $Z$ that satisfies the back-door criterion for $(X, Y)$.we have three forms of writing $E\left(Y_{x}\right)$,

$$
\begin{aligned}
E\left(Y_{x}\right)= & E\{E[Y \mid X=x, Z]\} \\
= & E\left\{E\left[Y \mid X=x, \pi_{x}(Z)\right]\right\} \\
& =E\left[\frac{l_{\{x\}}(X)}{\pi_{x}(Z)} Y\right]
\end{aligned}
$$

## Non-parametric inference when the back-door condition holds

- The RHS of the equalities in the previous slide are three ways of writing the same functional of $p(x, y, z)$, and hence in particular, they agree at the empirical law
- Thus, we can estimate $E\left(Y_{x}\right)$ with

$$
\begin{aligned}
\widehat{E}\left(Y_{x}\right) & =E_{n}\left\{E_{n}[Y \mid X=x, Z]\right\} \\
& =E_{n}\left\{E_{n}\left[Y \mid X=x, \pi_{n, x}(Z)\right]\right\} \\
& =E_{n}\left[\frac{l_{\{x\}}(X)}{\pi_{n, x}(Z)} Y\right]
\end{aligned}
$$

where the subscript $n$ indicates evaluation under the empirical law.

- Big problem: when $Z$ is high dimensional, the estimator is unfeasible due to the curse of dimensionality


## Methods for estimating causal expectations when Z is high dimensional

- To estimate the functional

$$
\begin{aligned}
E\left(Y_{x}\right) & =E\{E[Y \mid X=x, Z]\} \\
& =E\left\{E\left[Y \mid X=x, \pi_{x}(Z)\right]\right\} \\
& =E\left[\frac{l_{\{x\}}(X)}{\pi_{x}(Z)} I_{\{y\}}(Y)\right]
\end{aligned}
$$

when $Z$ is high dimensional we must reduce dimension by modeling one of the three choices
(1) $E[Y \mid X=x, Z]$
(2) $\pi_{x}(Z) \equiv \operatorname{Pr}(X=x \mid Z)$, or
(3) $\pi_{x}(Z) \equiv \operatorname{Pr}(X=x \mid Z)$ and $E\left[Y \mid X=x, \pi_{x}(Z)\right]$

- The different existing methods differ according to which of these choices they model.
- To be concrete, I will explain them for $Y$ and $X$ binary.


## Methods for estimating causal expectations when Z is high dimensional

(1) Outcome regression adjustment
(2) Propensity score regression adjustment
(3) Stratification by the propensity score
(1) Matching by the propensity score
(0) Weighting by the inverse of the propensity score (known as inverse probability weighting, IPW)
(0) Double-robust methods

## Outcome regression adjustment

- Outcome regression adjustment is based on the regression form

$$
E\left(Y_{x}\right)=E\{E[Y \mid X=x, Z]\}
$$

and it is essentially

$$
\widehat{E}\left(Y_{x}\right)=E_{n}\{\widehat{E}[Y \mid X=x, Z]\}
$$

ie.

$$
\widehat{E}\left(Y_{x}\right)=n^{-1} \sum_{i=1}^{n} \widehat{E}\left[Y_{i} \mid X_{i}=x, Z_{i}\right]
$$

where $\widehat{E}[Y \mid X=x, Z]$ is the fitted value from some parametric or semiparametric regression model for $E[Y \mid X=x, Z]$.

## Algorithm for the outcome regression adjustment method

- Let $\lambda_{i}=P\left(Y_{i}=1 \mid X_{i}, Z_{i}\right)$
(1) We fit a logistic regression model of $\lambda_{i}$ on $A_{i}$ and $L_{i}$, for example

$$
\log \left(\frac{\lambda_{i}}{1-\lambda_{i}}\right)=\beta_{0}+\beta_{1} X_{i}+\beta_{2}^{T} Z_{i}
$$

This is just an example! More complicated models with interactions and powers of the components of $Z_{i}$ are allowed
(2) We compute the fitted value

$$
\widehat{\lambda}_{i}=\frac{e^{\widehat{\beta}_{0}+\widehat{\beta}_{1} x+\widehat{\beta}_{2}^{T} z_{i}}}{1+e^{\widehat{\beta}_{0}+\widehat{\beta}_{1} a+\widehat{\beta}_{2}^{T} z_{i}}}
$$

(3) The outcome regression estimator of $P\left(Y_{x}=1\right)$ (the causal risk for treatment $x$ ) is

$$
\widehat{e}_{x, R}=n^{-1} \sum_{i=1}^{n} \hat{\lambda}_{i}
$$

## Cautions about the outcome regression adjustment

- The logistic regression model is used to extrapolate the values of $\operatorname{Pr}\left(Y_{i}=1 \mid X_{i}=x, Z_{i}\right)$ for subjects $i$ that were not treated with $x \Rightarrow$
(1) If the logistic regression model is incorrect, then the method may yield biased estimators.
(2) But when $Z$ is high dimensional it is quite possible that we may fail to specify a reasonably correct model!
- Because $\widehat{e}_{x, R}$ is a valid (i.e. consistent) estimator of $P\left(Y_{x}=1\right)$, then a valid estimator of the causal odds ratio is

$$
\frac{\widehat{e}_{1, R} /\left(1-\widehat{e}_{1, R}\right)}{\widehat{e}_{0, R} /\left(1-\widehat{e}_{0, R}\right)}
$$

- A common mistake is to report as the regression adjusted estimator of the causal odds ratio, the value $\widehat{\beta}_{1}$.
- However,

$$
\widehat{\beta}_{1} \neq \frac{\widehat{e}_{1, R} /\left(1-\widehat{e}_{1, R}\right)}{\widehat{e}_{0, R} /\left(1-\widehat{e}_{0, R}\right)}
$$

due to the lack of collapsibility of odds ratios.

## Outcome regression adjustment with non-binary outcomes

- If the outcomes are continuous we may fit a linear regression model, such as

$$
Y_{i}=\beta_{0}+\beta_{1} X_{i}+\beta_{1}^{T} Z_{i}+\text { error }_{i}
$$

- Then, we estimate $E\left(Y_{a}\right)$, the causal average in treatment a with

$$
\widehat{e}_{x, R}=\frac{1}{n} \sum_{i=1}^{n}\left(\widehat{\beta}_{0}+\widehat{\beta}_{1} x+\widehat{\beta}_{2}^{T} z_{i}\right)
$$

- If, as in our example, the regression model does not include interactions with treatment, then the estimator of the so-called average treatment effect (ATE) $E\left(Y_{1}\right)-E\left(Y_{0}\right)$ is

$$
\widehat{e}_{1, R}-\widehat{e}_{0, R}
$$

- This is algebraically identical to $\widehat{\beta}_{1}$. This is why it is often said that the regression coefficient $\beta_{1}$ is the effect of $X$ on $Y$ adjusted for confounding


## Methods for computing causal risks when $L$ is high dimensional

(1) Outcome regression adjustment
(2) Propensity score regression adjustment
(3) Stratification by the propensity score
(9) Matching by the propensity score
(3) Weighting by the inverse of the propensity score (known as inverse probability weighting, IPW)
(0) Double-robust methods

## Propensity score regression adjustment

- Propensity score regression adjustment is based on the form

$$
E\left(Y_{x}\right)=E\left\{E\left[Y \mid X=x, \pi_{x}(Z)\right]\right\}
$$

and it is essentially

$$
\widehat{E}\left(Y_{x}\right)=E_{n}\left\{\widehat{E}\left[Y \mid X=x, \widehat{\pi}_{x}(Z)\right]\right\}
$$

ie.

$$
\widehat{E}\left(Y_{x}\right)=n^{-1} \sum_{i=1}^{n} \widehat{E}\left[Y_{i} \mid X_{i}=x, \widehat{\pi}_{x}\left(Z_{i}\right)\right]
$$

where $\widehat{\pi}_{x}\left(Z_{i}\right)$ is a fitted value from a parametric or semiparametric logistic regression model for $\operatorname{Pr}(X=x \mid Z)$ and $\widehat{E}\left[Y \mid X=x, \widehat{\pi}_{x}(Z)\right]$ is the fitted value from some parametric or semiparametric model for $E\left[Y \mid X=x, \widehat{\pi}_{x}(Z)\right]$.

## Propensity score regression adjustment

- The algorithm followed by the method of propensity score regression is:
(1) We fit a logistic regression model for the propensity score, for example

$$
\log \left\{\frac{\pi_{1}\left(Z_{i}\right)}{1-\pi_{1}\left(Z_{i}\right)}\right\}=\alpha_{0}+\alpha_{1}^{T} Z_{i}
$$

and compute the fitted values $\widehat{\pi}_{i}=e^{\widehat{\alpha}_{0}+\widehat{\alpha}_{1}^{\top} Z_{i}} /\left(1+e^{\widehat{\alpha}_{0}+\widehat{\alpha}_{1}^{\top} Z_{i}}\right)$
(2) With $\lambda_{i}$ now denoting $\operatorname{Pr}\left(Y_{i}=1 \mid X_{i}, \pi_{1}\left(Z_{i}\right)\right)$, we fit another logistic regression model,

$$
\log \left\{\frac{\lambda_{i}}{1-\lambda_{i}}\right\}=\beta_{0}+\beta_{1} X_{i}+\beta_{2} \widehat{\pi}_{i}
$$

and compute $\widehat{\lambda}_{i}=e^{\widehat{\beta}_{0}+\widehat{\beta}_{1} x+\widehat{\beta}_{2}^{T} \widehat{\pi}_{i}} /\left(1+e^{\widehat{\beta}_{0}+\widehat{\beta}_{1} x+\widehat{\beta}_{2}^{T} \widehat{\pi}_{i}}\right)$
(3) The estimator of $P\left(Y_{x}=1\right)$, the risk for treatment $x$ is

$$
\widehat{e}_{x, P S, R E G}=n^{-1} \sum_{i=1}^{n} \hat{\lambda}_{i}
$$

## Caveat about the propensity score regression adjustment

- A problem with the propensity score regression adjustment method is that its validity relies on having two models correctly specified,
(1) one for the propensity score and
(2) another for the probability of the outcome
- If either model is wrong, then the method will yield biased estimators


## Methods for computing causal risks when $L$ is high dimensional

(1) Outcome regression adjustment
(2) Propensity score regression adjustment
(3) Stratification by the propensity score
(1) Matching by the propensity score
(0) Weighting by the inverse of the propensity score (known as inverse probability weighting, IPW)
(0) Double-robust methods

## Stratification by the propensity score

- A simplification of the propensity score regression method, replaces the second regression with stratification by percentiles of the estimated propensity scores. The method works as follows
(1) Repeat step 1 of the preceding algorithm so as to compute the estimated prop. scores $\widehat{\pi}_{i}$
(2) Form, say five, strata according to the quintiles $\widehat{q}_{j}, j=0, \ldots, 5$, of $\widehat{\pi}_{i}$ from the entire sample (treated and untreated) with $\widehat{q}_{0}=0$ and $\widehat{q}_{5}=1$
(3) Within each stratum, calculate the sample mean of $Y_{i}$ for those treated with treatment $x$
(9) Estimate the risk $P\left(Y_{x}=1\right)$ with the average of the five sample means obtained in step 3. That is,

$$
\widehat{e}_{x, P S, S R A T}=\frac{1}{5} \sum_{j=1}^{5}\left\{\frac{1}{n_{x, j}} \sum_{\substack{\text { treated with } x \\ \text { and in strata } j}} Y_{i}\right\}
$$

where $n_{x, j}=$ number of subjects treated with $x$ in the $j^{t h}$ stratum.

## Iterative fitting of the propensity score model

- To fit the propensity score model Rosenbaum and Rubin (JASA, 1984) recommended that, following the formation of the strata (defined by, say, quintiles of the estimated prop. score) the analyst examine the degree of balance for each covariate in $L$ within each stratum. Evidence of imbalance may reflect that the propensity score model is incorrect, and the need to iterate the model fitting with a refined propensity score model.


## Caveats on the method of stratification by the propensity score

- Stratification by the propensity score is indeed a propensity score regression method with a special (quite restrictive) model for the outcome that assumes that
- the mean of the outcome in each experimental group depends on the propensity score only through its quintile stratum.
- Most publications use stratification by quintiles owing to the recommendation of Rosembaum and Rubin, Biometrika, 1983, and JASA, 1984. It is often advocated that stratification by quintiles removes nearly $90 \%$ of the bias in the crude risks.
- However, in a simulation study reported in a recent article of Lunceford and Davidian (Statistics in Medicine, 2004) the method of stratification by quintiles of the prop. score showed substantially smaller gains in bias reduction.


## Methods for computing causal risks when $L$ is high dimensional

(1) Outcome regression adjustment
(2) Propensity score regression adjustment
(3) Stratification by the propensity score
(3) Matching by the propensity score
(3) Weighting by the inverse of the propensity score (known as inverse probability weighting, IPW)
(0) Double-robust methods

## Propensity score matching

- Propensity score matching essentially relies of some form of non-parametric estimation of $E\left[Y \mid X=x, \widehat{\pi}_{x}(Z)\right]$ for some preliminary estimator of $\widehat{\pi}_{x}(Z)$
- The algorithm for propensity score matching is
(1) Compute $\widehat{\pi}_{1}(Z)$, the estimated propensity score for each subject, usually he fit from some parametric, e.g. logistic regression, model.
(2) Using some matching algorithm, e.g. nearest neighbor, kernel, etc
(1) Match each treated subject with, say $k$, untreated subjects (controls)
(2) Match each untreated subject with, say $k$, treated subjects.


## Propensity score matching

- The matched propensity score estimates of $E\left(Y_{x=1}\right)$ and $E\left(Y_{x=0}\right)$ are

$$
\begin{aligned}
& \widehat{e}_{1, P S, M}=\frac{1}{n}\left\{\sum_{\substack{i: \text { subject } i \\
\text { was treated }}} Y_{i}+\sum_{\begin{array}{c}
j: \text { subject } j \\
\text { was not treated }
\end{array}} \bar{Y}_{T, j}\right\} \text { and } \\
& \widehat{e}_{0, P S, M}=\frac{1}{n}\left\{\sum_{\begin{array}{c}
j: \text { subject } j \\
\text { was not treated }
\end{array}} Y_{j}+\sum_{\substack{i: \text { subject } i \\
\text { was treated }}} \bar{Y}_{c, i}\right\}
\end{aligned}
$$

where
(1) $\bar{Y}_{c, i}$ is the average of the outcomes for the matched controls for the $i^{\text {th }}$ treated subject.
(2) $\bar{Y}_{T, j}$ is the average of the outcomes for the matched treated subjects for the $j^{t h}$ control

# Methods for computing causal risks when $L$ is high dimensional 

(1) Outcome regression adjustment
(2) Propensity score regression adjustment
(3) Stratification by the propensity score
(1) Matching by the propensity score
(0) Weighting by the inverse of the propensity score (known as inverse probability weighting, IPW)
(0) Double-robust methods

## Inverse probability weighting

- IPW is based on the form

$$
E\left(Y_{x}\right)=E\left[\frac{I_{\{x\}}(X)}{\pi_{x}(Z)} Y\right]
$$

- It is computed as

$$
\widehat{e}_{x, I P W}=\frac{\sum_{\text {all subjects }} i \frac{1}{\lambda_{x, i}} Y_{i}}{\sum_{\text {with }} \lambda_{i}=x} \sum_{\substack{\text { all subects } \\ \text { with } X_{i}=x}}^{\frac{1}{\pi_{x, i}}}
$$

## Caveats about the IPW method

- The method relies on the propensity score model being right
- it can give substantially biased results if the model is wrong because if so, each treated subject may misrepresent the right proportion of subjects in the population with the same prognostic factors.
- Even if the propensity score model is right, the estimator may have an undesirable behavior when the true propensity scores are close to 0 (for estimating risk if treated) and close to 1 (for estimating risk if untreated).
- In most samples there will be nobody with $Z^{\prime}$ s corresponding to small propensity scores among the treated, so the estimator will be systematically over (or under)-estimating quite far from the truth if the estimated propensity scores are very close to 0 (or close to 1 if we are estimating the risk if untreated) because in such case some subjects may receive unduly large weights.
- It is because of the problem of unduly large weights that the method is not recommended when some estimated propensity scores are close to 0 or to 1 .


## Methods for computing causal risks when $L$ is high dimensional

(1) Outcome regression adjustment
(2) Propensity score regression adjustment
(3) Stratification by the propensity score
(9) Matching by the propensity score
(0) Weighting by the inverse of the propensity score (known as inverse probability weighting, IPW)
(6) Double-robust methods

## Double-robust methods

- We have seen two methods that rely on just one model being right:
(1) Outcome regression adjustment: relies on regression model for the outcome $Y$ given $A$ and $L$
(2) IPW estimation: relies on logistic regression model for the relationship between the propensity score and $L$
- Each method fails if the assumed models are misspecified.
- Double-robust (DR) methods are techniques that require that one specify both
(1) an outcome regression model
(2) a model for the propensity score
- But DR methods give valid inference if one of the models is right, but not necessarily both!!!!
- Contrast this with the method of propensity score regression adjustment. That method needed the specification of the same two models, but it required that both models be correct in order to give valid inferences


## Double-robust methods

- Recall the outcome regression adjusted estimator
(1) We fit a logistic regression model for $\lambda_{i}=\operatorname{Pr}\left(Y_{i}=1 \mid X_{i}, Z_{i}\right)$, for example

$$
\log \left(\frac{\lambda_{i}}{1-\lambda_{i}}\right)=\beta_{0}+\beta_{1} X_{i}+\beta_{2}^{T} Z_{i}
$$

(2) We compute the fitted value

$$
\widehat{\lambda}_{i}=\frac{e^{\widehat{\beta}_{0}+\widehat{\beta}_{1} x+\widehat{\beta}_{2}^{T} z_{i}}}{1+e^{\widehat{\beta}_{0}+\widehat{\beta}_{1} x+\widehat{\beta}_{2}^{T} z_{i}}}
$$

(3) The outcome regression estimator of $P\left(Y_{x}=1\right)$ (the risk for treatment $x$ ) is

$$
\widehat{e}_{x, R}=n^{-1} \sum_{i=1}^{n} \widehat{\lambda}_{i}
$$

## Double-robust methods

- The double-robust estimator of $P\left(Y_{a}=1\right)$ is computed by adding to the outcome regression estimator and augmentation term

- Augmentation term definition

$$
\widehat{d}_{x}=\frac{\sum_{\text {all subjects } i\left(\frac{1}{\hat{\pi}_{x, i}}\right.}^{\text {with } X_{i}=x}\left(Y_{i}-\widehat{\lambda}_{i}\right)}{\sum_{\begin{array}{l}
\text { all subjects } i \frac{1}{\pi_{x, i}} \\
\text { with } X_{i}=x
\end{array}}}
$$

- It can be shown that $\widehat{e}_{x, D R}$ is consistent for $E\left(Y_{X}\right)$ provided either the outcome regression model or the propensity score model is correct but not necessarily both


## A brief tour for what we left...

- Inference for the causal effects of time dependent treatments in the presence of time dependent covariates
- Instrumental variables methods
- Principal stratum estimands
- Direct vs indirect effects
- Sensitivity analysis and best-worse case bounds for non-identified estimands
- Calculation of the probability of counterfactual statements.


## Una invitacion...

- Si le ha interesado el curso, queda invitado al taller de causalidad que se realiza cada lunes de 19:15 a 21:30 hs en la Universidad Di Tella
- El taller es interdisciplinario y asisten al mismo economistas, epidemiologos y matematicos
- El taller es gratuito y abierto al publico en general
- Para mas informacion puede escribirme a arotnitzky@utdt.edu


## APPENDIX: PROOF OF THE INDENTIFICATION THEOREM

## Proof of the identification theorem

- Proof: We will show the absolute continuity by showing by induction that if $p_{x^{\prime}}(v)>0$ then $p\left(v_{l} \mid \bar{v}_{I-1}\right)>0, I=1, \ldots, k$. Suppose then that $p_{x^{\prime}}(v)>0$, then
(1) $p\left(v_{1}\right)>0$ because
(1) if $v_{1} \in x^{\prime}$ then $p\left(v_{1}\right)>0$ by (6) since $P A_{V_{1}}$ is empty. and
(2) if $v_{1} \notin x^{\prime}$ then $p\left(v_{1}\right)=\operatorname{Pr}\left(f_{1}\left(U_{1}\right)=v_{1}\right)=p_{x^{\prime}}\left(v_{1}\right)$ and consequently is true by the assumption $p_{x^{\prime}}\left(v_{1} \mid\right)>0$
(2) Suppose that $p\left(v_{l} \mid \bar{v}_{I-1}\right)>0$ is true for $1, \ldots, j-1$, then it is true for $I=j$ because
(1) If $v_{j} \in x^{\prime}$, then $p\left(v_{j} \mid \bar{v}_{j-1}\right)=p\left(x_{s}^{\prime} \mid p a_{s}\right)$ for some $s$, and then $p\left(v_{j} \mid \bar{v}_{j-1}\right)>0$ holds by (6)
(2) If $v_{j} \notin x^{\prime}$, then by inductive assumption $p\left(\bar{v}_{j-1}\right)>0$ and in such case, $p\left(v_{j} \mid \bar{v}_{j-1}\right)$ is well defined and it holds that
$p\left(v_{j} \mid \bar{v}_{j-1}\right)=\operatorname{Pr}\left(f\left(p a_{j}, U_{j}\right)=v_{j}\right)=p_{x^{\prime}}\left(v_{j} \mid \bar{v}_{j-1}\right)>0$


## Proof of the identification theorem, continued

- Next,

$$
\begin{align*}
& p_{x^{\prime}}(v) \\
= & \left\{\Pi_{j=1}^{k} p_{x^{\prime}}\left(v_{j} \mid p a_{j}\right)\right\} I_{\left\{p_{x^{\prime}}(\cdot)>0\right\}}(v)  \tag{16}\\
= & \left\{\Pi_{v_{j} \notin x^{\prime}} p_{x^{\prime}}\left(v_{j} \mid p a_{j}\right)\right\} I_{\left\{x^{\prime}\right\}}(x) I_{\left\{p_{x^{\prime}}(\cdot)>0\right\}}(v)  \tag{17}\\
= & \left\{\Pi_{v_{j} \notin x^{\prime}} \operatorname{Pr}\left(f_{j}\left(p a_{j}, U_{j}\right)=v_{j}\right)\right\} I_{\left\{x^{\prime}\right\}}(x) I_{\left\{p_{x^{\prime}}(\cdot)>0\right\}}(v)  \tag{18}\\
= & \left\{\Pi_{v_{j} \notin x^{\prime}} \operatorname{Pr}\left(f_{j}\left(p a_{j}, U_{j}\right)=v_{j}\right)\right\} I_{\left\{x^{\prime}\right\}}(x) I_{\{p(\cdot)>0\}}(v)  \tag{19}\\
= & \left\{\Pi_{v_{j} \notin x^{\prime}} \operatorname{Pr}\left(f_{j}\left(p a_{j}, U_{j}\right)=v_{j} \mid P A_{j}=p a_{j}\right)\right\} I_{\left\{x^{\prime}\right\}}(x) I_{\{p(\cdot)>0\}}  \tag{20}\\
= & \left\{\Pi_{v_{j} \notin x^{\prime}} p\left(v_{j} \mid p a_{j}\right)\right\} I_{\left\{x^{\prime}\right\}}(x) I_{\{p(\cdot)>0\}}(v) \tag{21}
\end{align*}
$$

## Proof of the identification theorem, continued

(1) (16) is true by the causal Markov condition
(2) (17) is true because $p_{x^{\prime}}\left(x_{s} \mid p a_{s}\right)=I_{\left\{x_{s}^{\prime}\right\}}\left(x_{s}\right)$
(3) (18) is true because $U_{j} \amalg \bar{V}_{j-1}\left(x^{\prime}\right)$
(1) (19) is true because $I_{\left\{x^{\prime}\right\}}(x) I_{\left\{p_{x^{\prime}}(\cdot)>0\right\}}(v)=I_{\left\{x^{\prime}\right\}}(x) I_{\{p(\cdot)>0\}}(v)$ since
(1) the left hand side equal 1 implies the right hand side equal 1 by absolute continuity of $p_{x^{\prime}}(\cdot)$ with respect to $p(\cdot)$
(2) the right hand side equal 1 implies $x=x^{\prime}$ and $p\left(v_{j} \mid p a_{j}\right)>0$. But if $x=x^{\prime}$, then $p\left(v_{j} \mid p a_{j}\right)=p_{x^{\prime}}\left(v_{j} \mid p a_{j}\right)$ which shows that the left hand side is 1
(5) (20) is true because $U_{j} \amalg \bar{V}_{j-1}$ and because $\operatorname{Pr}\left(P A_{j}=p a_{j}\right)>0$ and hence conditioning on $P A_{j}=p a_{j}$ is valid
(6) (21) is true by definition of $p\left(v_{j} \mid p a_{j}\right)$

## References
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